Use of projection histograms for tracking faces under out-of-plane rotation
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Abstract. We present an efficient face tracking method that is robust, especially when the face is turned away from the frontal view to the side view (out-of-plane rotation). The proposed method, consisting of three steps, utilizes the horizontal and vertical projection histograms of a face region to model the visual appearance of the face. The vertical and horizontal positions of a face are sequentially determined. First, the horizontal projection histogram of each potential face region in the current frame near the corresponding face region in the previous frame is used as an input to a back-propagation neural network (BPNN) to reliably estimate the vertical position of the face, based on the observation that the distribution of the horizontal projection histogram of a face region is stable, even when the head is rotating about an axis parallel to the vertical axis of an image plane. Second, the vertical projection histogram of an eye region derived from the estimated vertical position of the face as well as output values from the BPNN is used to estimate the horizontal position of the face. Third, the detected face region is refined by head boundary detection. These three steps are repeatedly applied to track faces in each shot of an input video. Experimental results are provided to demonstrate the efficiency of the proposed method.
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1 Introduction

The purpose of face tracking is to follow one or more faces through video sequences. Face tracking has been regarded as an important research area in computer vision technology due to its wide range of applications such as video indexing, biometrics, video surveillance systems, and human-computer interfaces. For example, the positions or number of times that actors appear in a move provide good information for organizing and presenting video content. Therefore, to search for a particular shot in a movie, in which an actor is playing, face detection or tracking is a fundamental step. A wide variety of face detection and tracking methods have been proposed for static images and video sequences.1–3

Face detection methods4–9 can be used to detect faces in each frame, referred to as the frame-based approach, without using temporal information. However, the frame-based approach lacks the ability to efficiently track faces due to the variability of faces in location, scale, and rotation. Therefore, it is desirable to develop a way of exploiting information available from a face detected in the previous frame, such as the position, size, and appearance for efficient and robust face tracking.10–14

The face tracking method can be classified as either image-based or feature-based approaches. The image-based approach builds statistical face models to guide the tracking by learning from samples.15–17 On the other hand, the feature-based approach seeks the evidence of face existence by using single clues of facial features such as points and color.18–21 We propose an image-based face tracking method.

The image-based method of face tracking is based on the correlations between the face template (model) and the input images. This method provides an accurate location of the face, but is limited to faces that have been predefined or learned from a training set. A straightforward way of overcoming this problem is to use multiple templates for different views, but a much higher computational cost is required to compute correlations between the multiple templates and the input images.

To overcome the problems described, we propose the use of a projection histogram of a face region where the horizontal and vertical projection histograms utilized in this work are the sums of the pixel values projected onto the vertical and horizontal axes, respectively.22,23

The motivation for the proposed method is based on the observation that the distribution of the gray pixel-based horizontal projection histogram is still more stable, even under out-of-plane face rotation and different facial expressions. We presented an earlier version of the face detection method based on the project histogram of binary edge pixels in our previous work24 but found out that the stability of an edge pixel distribution heavily depended on the choice of a threshold value and the pose change.

The proposed method consists of three steps: 1. estimation of the vertical position of the face; 2. estimation of the horizontal position of the face; and 3. face region refinement. These three steps are repeatedly applied to track
faces in each shot of an input video, while the tracking process starts from the frame in the shot where a face is first detected by using an existing face detection method for a static image.

In the first step, a gray pixel-based horizontal projection histogram of each potential face region in the current frame near the corresponding face region in the previous frame is used to estimate the vertical position of the face. For robust detection, a back propagation neural network (BPNN) is trained to distinguish face and nonface, where an exhaustive scan of the input image is avoided by increasing the size of the moving steps of the scanning window.

In the second step, a vertical projection histogram of an eye region is used to estimate the horizontal position of the face within candidate eye regions obtained from the first step, since the eye region is more reliable than other facial regions for identifying a face pattern. The horizontal position is determined by searching for the eye region in the current frame that is best matched with the vertical projection histogram of the eye region in the previous frame and the output of the BPNN, where the output values of the BPNN from the first step are also used.

In the third step, the face region is refined by comparing the head boundary in the current frame with that in the previous frame, and the scale of the face is also computed, reducing the corresponding part of the next frame in proportion to the face scale change. In this way, the tracking process is adaptively performed for efficient tracking.

The remainder of this work is organized as follows. In Sec. 2, an overview of the proposed method is provided. In Sec. 3, the detailed steps of the proposed method are presented. In Sec. 4, the implementation details, experimental results, and comparison with existing methods are provided to demonstrate the effectiveness of the proposed method. Section 5 concludes the work.

2 Overview of Proposed Approach

The basic scheme of the proposed system is presented in Fig. 1. Tracking is performed on each shot of an input video independently, and the shot transitions are rapidly determined using the visual rhythm method. From the start frame of each detected shot, an existing face detection method such as the neural network-based face detector is repeatedly applied to the frames of each shot until a frame containing one or more detected faces, called a seed frame, is detected. Each detected face is then tracked from the seed frame to the last frame of the shot. The tracking process is performed on an input image whose resolution is reduced by the proportion between the size of the face region in the previous frame and that of the training face pattern with a size of $32 \times 32$ pixels. However, we only reduce the image patch corresponding to the search region, which is set to 200% of the size of the face region in the previous frame in both the horizontal ($x$) and vertical ($y$) directions, rather than reducing the full input image.

The face tracking process consists of three main steps. First, the horizontal projection histogram is used within the search region with a size of $64 \times 64$ pixels in the reduced resolution image to determine the vertical position of the face. Next, the vertical projection histogram matching method is used to determine the horizontal position of the face. Finally, the face region is refined based on face scale estimation and verification, after which the refined face region is mapped back to the original image scale.

3 Proposed Method

The three steps of the proposed method are described in detail. A projection histogram-based face model is used to estimate the face region in the current frame. Then, the face region is refined to cope with scale variation. For each shot,
these three steps are repeatedly performed to track faces from the seed frame to the last frame of the shot.

### 3.1 Projection Histogram

The projection histogram in the horizontal and vertical directions formed by summing the gray pixel values in the rows and columns, respectively, contains the integral information of the gray pixel distributions.

Let $I'(i,j)$ be the gray pixel value in a face region with its upper left pixel at the coordinate $(i,j)$ at time $t$. The face region with a size of $w \times h$ can be modeled by the horizontal projection histogram $HP'(i,j)(y)$ and the vertical projection histogram $VP'(i,j)(x)$ as follows:

$$HP'(i,j)(y) = \sum_{x=0}^{w-1} I'(i+x,j+y),$$  \hspace{1cm} (1)

$$VP'(i,j)(x) = \sum_{y=0}^{h-1} I'(i+x,j+y),$$  \hspace{1cm} (2)

where $w \times h$ is set to $32 \times 32$ in our implementation.

The projection histogram has been widely used in many applications, such as facial feature extraction\textsuperscript{22} and head boundary detection,\textsuperscript{26,27} since it provides geometric information about the facial features. It has also been used for motion estimation,\textsuperscript{23} since the dimensionality reduction involved in the projection histogram yields substantial improvements in the computational efficiency.

### 3.2 Estimation of the Vertical Position of the Face

It is observed that the distribution of the horizontal projection histogram is still stable, even when the face is translated from the face center or is rotated out-of-plane, as can be seen in Fig. 2. This observation provides a clue as to how to effectively determine the vertical position of the face $(y_f)$ under out-of-plane rotation.

The face model based on the horizontal projection histogram is trained with a BPNN. Figure 3 shows the detection result that was obtained within the extended region with a size of $64 \times 64$ pixels from the center of the face, for a face region with a size of $32 \times 32$ pixels (the scanning window is moved pixel by pixel, and thus, the total number of windows considered for face detection is 1089, which is described in detail in Sec. 5). It was found that a larger number of image patches were detected around the face region, with more horizontally adjacent image patches being detected than vertically adjacent ones. Thus, the BPNN is applied over the search region in larger steps in the horizontal than the vertical directions, and is used to classify each image patch as a face or nonface. The proposed BPNN can be moved in steps of 4 pixels horizontally $(m_x)$ and 2 pixels vertically $(m_y)$ across the search region. After the search region has been explored by the BPNN with the

![Fig. 2 The property of the horizontal projection histogram.](image-url)

![Fig. 3 Results of the designed BPNN [original image resolution 644x544 pixels, given face scale 0.94 (left) and 0.45 (right)].](image-url)

![Fig. 4 Example of detection result after the merging process. (The merged regions are represented as white rectangles.)](image-url)
given moving steps as in Fig. 4, the horizontally neighboring image patches that are classified as a face are merged to a single region (horizontally extended face region) with a size of 64 × 32 pixels per face. Then, the resulting region gives the estimate of the vertical position of the face \( y_j \).

The implementation details of the training procedure and the moving steps of the BPNN are described in Sec. 4.

### 3.3 Estimation of the Horizontal Position of a Face

The vertical projection histogram of a rectangular eye region is used to estimate the horizontal position of the face \( x_j \) by performing the vertical projection histogram matching procedure at every location within the candidate eye region with a size of 64 × 12 pixels derived from the horizontally extended face region.

Let \( VP_{(i,j)}^{p-1}(x) \) and \( VP_{(i+p,j)}^p(x) \) be the vertical projection histogram of the eye region with its upper left pixel at \((i, j)\) in the previous frame, and that of the candidate eye region with its upper left pixel at \((i+p, j)\) in the current frame, respectively. In this work, the sum of the absolute differences is used to measure the degree of matching as follows:

\[
SAD(p) = \sum_{x=0}^{31} |VP_{(i,j)}^{p-1}(x) - VP_{(i+p,j)}^p(x)| \quad (p = 0, 1, \ldots, 63).
\]

The projection histogram bin-wise difference measure is simpler and faster than the 2-D pixel-wise difference one, but the matching accuracy may be reduced. This is mainly because a 1-D projection histogram alone cannot represent a 2-D image completely. To enhance the matching accuracy in our system, we combine the normalized sum of the absolute differences with the output value of the BPNN as follows: assume \( M \) is a max value of the \( \text{SAD}(p) \), then the normalized sum of the absolute differences \([nSAD(p)]\) can be obtained:

\[
nSAD(p) = \begin{cases} 
\frac{\text{SAD}(p)}{M} & (M \neq 0) \\
1 & (M = 0) 
\end{cases}
\]

Instead of applying the BPNN again, we use the output value as it is obtained in the detection of the vertical position of the face \( y_j \). As described in a previous section, we do not apply the BPNN at every location. That is, the BPNN is moved in steps of 4 pixels horizontally across the search region. Thus, the output values of image patches that are not obtained by the BPNN are estimated based on linear interpolation between the given output values, expressed by \( f_{HP}(p) \). In this way, the horizontal position of the face region \( x_j \) is found as follows:

\[
x_j = \arg \max_{0 \leq p \leq 63} \left\{ \frac{1}{2} \times f_{VP}(p) + \frac{1}{2} \times f_{HP}(p) \right\},
\]

\[
f_{VP}(p) = 1 - nSAD(p), \quad (p = 0, 1, \ldots, 63).
\]

### 3.4 Face Region Refinement

One obvious drawback of the image-based approach lies in the need for an exhaustive scan of the image at different resolutions to determine the presence of faces. To overcome this problem, we dynamically resize a part of an input frame whose resolution is reduced by the ratio between the size of the face region in the previous frame and that of the training face pattern with a size of 32 × 32 pixels. For example, assume the size of the face region in the previous frame is 124 × 124 pixels. Thus, the scale factor \((a_0)\) to reduce the current input image is 0.26 (≈32/124).

The scale factor is estimated by head boundary detection. As shown in Fig. 5, when the face is moved toward the camera, the shapes of the vertical projection histogram of the extended eye region with a size of 80 × 18 pixels in the previous frame and that in the current frame are similar to each other, but the location of the head boundary in the current frame is translated due to the scale change. Therefore, the left and right boundaries of the head can be determined by finding two points corresponding to the two local minima on both sides of the extended eye region.

Let \((a, b)\) and \((c, d)\) be the locations of the two local minima in the previous and the current frames, respectively. The face scale variation \((\Delta a)\) is calculated by the operation \((c - d)/(a - b)\). Thus, the scale factor \((a)\) to resize the resolution of the face region in the next frame can be obtained as \(a_{t-1} \times \Delta a\). Note that the scale factor is estimated by head boundary detection because it is clear and simple to estimate the size of the face. However, it may provide an inaccurate location of the face boundary due to face conditions such as light hair color or side lighting. Therefore, a projection histogram-based difference measure is used to verify the scale variation.

The verification process is performed as follows. First, the current extended eye region with a size of 80 × 18 pixels is rescaled by the estimated scale factor \((a)\). Then, after the eye region with a size of 32 × 12 pixels in
the rescaled image is determined, the difference ($D_s$) between the eye region in the current frame and that in the previous frame is computed as in the following equations.

$$D_s = \frac{1}{2} \times d_h + \frac{1}{2} \times d_v,$$

(7)

$$d_h = \sum_{y=0}^{12} [\bar{HP}(i,j,y) - \bar{HP}(i,j,y)^{-1}],$$

(8)

$$d_v = \sum_{x=0}^{31} [\bar{VP}(i,j,x) - \bar{VP}(i,j,x)^{-1}],$$

where $\bar{HP}(i,j,y)[\bar{VP}(i,j,x)]$ and $\bar{HP}(i,j,y)^{-1}[\bar{VP}(i,j,x)^{-1}]$ are the normalized horizontal (vertical) projection histogram of the eye region in the current frame and that in the previous frame, respectively.

If the difference ($D_s$) is smaller than a predefined threshold value ($\tau$), the estimated scale factor is determined as the scale factor to reduce the next frame. Otherwise, the face scale variation is not updated and the scale factor in the previous frame is applied to the next frame. When such a case arises for ten consecutive frames, to avoid accumulating a tracking error, the face detector is applied again to reinitialize the tracking process.

Figure 6 presents the detection result in the case of a scale change. The scale factor is dynamically updated in proportion to the face scale change, allowing the proposed method to overcome the scale variation problem as well as to further improve the tracking performance.

4 Implementation and Experimental Results

In this section, we present the implementation details and the experimental results obtained from the various video sequences listed in Table 1. First, the training of the proposed BPNN and the tracking results of the proposed method are presented. Next, the performance of the proposed method is compared with that of the other methods in terms of the detection rate, speed and accuracy. Finally, limitation of the proposed method is discussed. The applied threshold value ($\tau$) was 0.28, and the experiments were carried out on a Pentium IV 2.56 GHz (1-GB memory) PC platform.

4.1 Training of the Proposed Back-Propagation Neural Network

4.1.1 Data preparation and training

The 1056 training images of the face pattern were obtained from benchmark face databases such as the Yale,\(^{28}\) AT&T,\(^{29}\) BioID,\(^{30}\) and Stirling datasets.\(^{31}\) The mirrored version of each image was generated and each image was rotated by two out-of-plane rotation angles ($\pm 10$ deg) to produce a total of 4224 examples of faces. The nonface patterns were collected by using an iterative bootstrap technique.\(^{4,5,15}\) Before training, we used an initial training set of 2080 nonface patterns from background images. After the bootstrap pro-
cess, 15,798 nonface patterns were obtained. The face and nonface samples were manually normalized to 32 × 32 pixels.

To compensate for the gray-level differences resulting from different lighting conditions, an intensity normalization process was performed. First, a face mask was used to eliminate the background pixels around the chin region. Second, we fit a linear model to the intensities of the image, having the following form:

\[ f(x, y) = ax + by + cxy + d, \]

where \( f(x, y) \) denotes the image and \( a, b, c, \) and \( d \) are the coefficients to be determined. To solve for the coefficients, we use a least squares approach. Then, the linear fit image is subtracted from the original image to account for lighting differences.

Finally, a histogram equalization process was performed to obtain a new enhanced image with a uniform histogram. In our system, the number of equally spaced bins was 256. The normalized gray values in the projection histogram bins was input to the BPNN used as its input vectors. Table 2 presents a summary of all the parameters of the BPNN. The weights were updated over all the training data (batch learning). The detection rate of the BPNN is 98.4% for the training images and 93.7% for the test images obtained from the World Wide Web and the Caltech database, neither of which were used in the training process. Examples of the training and test patterns are shown in Fig. 7.

### 4.1.2 Test results with respect to pose variations

To evaluate the performance with respect to pose variations, we applied the BPNN to the test dataset, which contains 93 head pose images for 15 subjects. As can be seen in Fig. 8, the BPNN detects the face when it is rotated in the range of ±60 deg out-of-plane rotation, ±20 deg in-plane rotation, and ±30 deg up and down nodding.

### 4.1.3 Moving steps of the back-propagation neural network

To determine the size of the moving steps of the BPNN for face tracking, we analyzed the sensitivity of the BPNN with respect to the degree of translation. We collected a set of 50 test images containing a face from the World Wide Web, and cropped image patches with a size of 32 × 32 pixels around the face location in each image by successively translating the center of the face by an amount varying from −8 to +8 pixels horizontally and from −6 to +6 pixels vertically. We thus obtained a total of 3150 examples (63 image patches × 50 images). One example of the test sets is shown in Fig. 9(a).

### Table 1 Test sequences.

<table>
<thead>
<tr>
<th>Test sequence</th>
<th>Total frames</th>
<th>Total number of faces</th>
<th>Resolution</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video 1</td>
<td>23,278</td>
<td>17,234</td>
<td>352 × 240</td>
<td>TV drama</td>
</tr>
<tr>
<td>Video 2</td>
<td>15,720</td>
<td>9274</td>
<td>352 × 240</td>
<td>TV drama</td>
</tr>
<tr>
<td>Video 3</td>
<td>26,381</td>
<td>18,765</td>
<td>352 × 240</td>
<td>TV drama</td>
</tr>
<tr>
<td>Video 4</td>
<td>2087</td>
<td>2408</td>
<td>352 × 240</td>
<td>Face zoom in / out (&quot;JaTz&quot;)</td>
</tr>
<tr>
<td>Video 5</td>
<td>200</td>
<td>200</td>
<td>320 × 240</td>
<td>Illumination change (&quot;mll&quot;)</td>
</tr>
<tr>
<td>Video 6</td>
<td>200</td>
<td>200</td>
<td>320 × 240</td>
<td>Pose variation (&quot;vam8&quot;)</td>
</tr>
<tr>
<td>Video 7</td>
<td>200</td>
<td>200</td>
<td>320 × 240</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 BPNN parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPNN size</td>
<td>Input layer: 32 units</td>
</tr>
<tr>
<td></td>
<td>Hidden layer: 10 units</td>
</tr>
<tr>
<td></td>
<td>Output layer: 1 unit</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.97</td>
</tr>
<tr>
<td>Activation function</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>Initial weight</td>
<td>([-1.0, 1.0])</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>3000</td>
</tr>
</tbody>
</table>

Fig. 7 Examples of training and test patterns. The first row of (a) has positive samples, and the second row are the negative samples for the face category. (a) Training patterns. (b) Test patterns.
Figure 9 presents the detection rate of the BPNN with respect to translation in both the x and y directions when the output value of the BPNN is above 0.8. The detection rate was over 90% when the images were translated within 4 pixels in the x direction and 2 pixels in the y direction. This result allows us to move the BPNN in the steps of up to 4 pixels horizontally and 2 pixels vertically.

4.1.4 Computational efficiency

The computational cost of the proposed method is determined by the total number of search points. Let $m_x$ and $m_y$ be moving steps in the x and y directions, respectively. The number of search points per face with a size of $w \times h$ within the search region with a size of $w_s \times h_s$ required to determine the vertical position of the face ($y_f$) is \((w_s-w)/m_x + 1 \times (h_s-h)/m_y + 1\). Thus, the number of search points required to estimate the vertical position of the face ($y_f$) is \((64-32)/4+1 \times (64-32)/2+1\) = 153. By adding the number of search points required to estimate the horizontal position of the face ($x_f$), where the scanning window is moved pixel by pixel ($m_x=m_y=1$), the total number of search points per face is found to be 153 + 33 = 186. Compared to the exhaustive full search per face (33 × 33 = 1089), the number of search points per face is reduced by about 83%.

4.2 Tracking Results of the Proposed Method

To show the robustness of the proposed method, we present the tracking results for various face conditions. Figure 10(a) illustrates the result of the proposed method when the camera is moving toward the face. The scale and position of the face vary gradually and smoothly over time as a result of the face region refinement process. The ability of the proposed method to handle changes in viewpoint is demonstrated in Fig. 10(b). Also, the proposed method can track multiple faces simultaneously, as the tracking process is assigned to each face individually. The robustness of the proposed method is shown in Fig. 10(c), where it is able to keep track of the face when it is partially occluded by an object for a while. In this case, the vertical position of the
face is robustly determined, since the property of the horizontal projection histogram in the right-hand image patches from the face center is still valid. On the other hand, the horizontal position of the face is effectively determined as a result of the adaptive projection histogram matching based on face region refinement.

4.3 Performance Comparison with Other Methods

We compared the performance of the proposed method with that of two other methods: the cascade-based and template matching-based methods. The cascade-based method is one of the most well-known image-based methods and is widely used in many applications. This method is based on the idea of a boosted cascade of weak classifiers, and exploits the local contrast configurations of the luminance channel to detect the image regions with human faces.

The template matching-based method uses a 2-D face region as its template and is performed on an input image. An initial template is generated from the sample images and the template is updated at every frame by adding the detected face region to the template. For this experiment, the tracking process of the method is initialized using our employed face detector, and then the faces are tracked in each shot. To cope with scale variations, the template matching procedure is performed on multiple resolutions of an input image.

Table 3 shows the comparison results when only face regions that enclose the eyes and upper lip are considered. In terms of the detection rate (what percentage of the detected faces are correct), the proposed method shows improvements of up to 26.6% and 17.1% for video 4, compared to the cascade-based and template matching-based methods, respectively. This is mainly because the proposed method tracks faces in the range of about ±60 deg out-of-plane rotation. Furthermore, the proposed method is less sensitive to slight variations in in-plane rotation and up-down movement.

The cascade-based method did not consistently detect the faces, since it is only able to recognize those types of faces that are used in the training sets. That is, this method is limited to upright frontal faces. Thus, a straightforward method to overcome the pose problem is to build multiple classifiers of perspective views, but a much higher computational cost is required.

The template matching-based method also provided accurate locations in the case of upright frontal faces. However, it was also sensitive to pose and scale variations that reduce the tracking accuracy. Although the face template was updated by adding the detected face region to the face template in the previous frame, the face template could not adapt to change in pose and scale.

On the other hand, the proposed method consists of three steps in which the x and y locations of the face are sequentially determined. Particularly, the learning-based face model and the combined use of vertical histogram matching and the output from the BPN give higher accuracy of the proposed method. Thus, the proposed method can reliably track faces not only in the case of frontal view faces, but also faces looking to the left and downward. Tracking examples of these two methods are shown in Fig. 11.

In terms of the tracking speed, the proposed tracking method required 0.034 sec per frame, which is about 27.7 and 33.3% faster than the cascade-based and template matching-based methods, respectively. This is mainly because the proposed method avoids an exhaustive search and makes use of projection histogram matching.

Table 3 Performance evaluation in terms of detection accuracy.

<table>
<thead>
<tr>
<th>Test sequence (total number of faces)</th>
<th>Proposed method</th>
<th>Cascade-based</th>
<th>Template matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Detection rate</td>
<td>Number of false alarms</td>
<td>Detection rate</td>
</tr>
<tr>
<td>Video 1 (17,234)</td>
<td>84.3%</td>
<td>2711</td>
<td>64.2%</td>
</tr>
<tr>
<td>Video 2 (9274)</td>
<td>85.7%</td>
<td>1326</td>
<td>60.7%</td>
</tr>
<tr>
<td>Video 3 (18,765)</td>
<td>85.4%</td>
<td>2740</td>
<td>64.4%</td>
</tr>
<tr>
<td>Video 4 (2408)</td>
<td>92.5%</td>
<td>181</td>
<td>65.9%</td>
</tr>
</tbody>
</table>
To evaluate the tracking accuracy, we compared the location of the face determined by the proposed method with the manually identified ground truth. For the purpose of comparison, we used three video sequences/videos 5, 6, and 7 with face zoom in/out, and changes in illumination and pose. The graphs in Fig. 12 compare the tracking results obtained with the ground truth and show example images of the tracking results. The location error of the proposed method is about 2.2 pixels. We observed that the tracking trajectories of the other methods basically followed the same trend.

4.4 Limitations
The proposed method cannot identify a new face that appears or whose profile changes to a frontal viewpoint during tracking. One example is shown in Fig. 13(a). One method of overcoming this problem would be to apply the face detector at regular intervals in the frames in each shot.

In addition, the proposed method is initialized by finding faces in each shot, a process that depends on the face detector that is employed. As can be seen in Fig. 13(b), the face detector may identify a background image similar to a face pattern as a face. In this way, the proposed tracking process depends on the face detector. Furthermore, beard and moustache effects have an influence on the distribution of the projection histogram. If the seed frame is detected by the face detector, the proposed method has the potential to speed up the tracking process. Otherwise, the weakness of the projection histogram must be overcome to improve the performance. Thus, an additional measure to further validate the face region or a more robust face detector is required to improve the performance of the proposed method. Future work will focus on this issue.

5 Conclusions
We develop a face model based on a projection histogram for face tracking. By taking advantage of the projection histogram, the proposed method not only provides an accurate location of the face even under out-of-plane rotation, but also reduces the computational cost. The learning-based
face model does not require training samples consisting of different views to cope with pose variations. Moreover, the combined use of vertical histogram matching and the output from the BPNN give higher accuracy of the proposed method. Furthermore, considerable computational efficiency is achieved by reducing the number of search points as compared to the exhaustive search. To make the proposed method adaptable to scale changes, we suggest the use of a reduced image whose resolution is reduced in proportion to the face scale. This process requires neither multiple templates of different sizes nor multiple resolutions of an input image. Therefore, the proposed method further reduces the computational cost while providing reasonable results. A large number of experimental results are obtained that show that the proposed method enables the tracking to be stabilized in real time and provides improvements in both the detection rate and accuracy, compared to previous approaches. Although our results are encouraging, there are some limitations that need to be overcome to improve the performance. We will continue to integrate other features to improve both the accuracy and speed.
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