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ABSTRACT

Recently, a huge amount of the video data available in the digital form has given users to allow more ubiquitous access to visual information than ever. To efficiently manage such huge amount of video data, we need such tools as video summarization and search. In this paper, we propose a novel scheme allowing for both scalable hierarchical video summary and efficient retrieval by introducing a notion of fidelity. The notion of fidelity in the tree-structured key frame hierarchy describes how well the key frames at one level are represented by the parent key frame, relative to the other children of the parent. The experimental results demonstrate the feasibility of our scheme.

Keywords: scalable hierarchical video summary, content-based video retrieval/search, video indexing, fidelity

1. INTRODUCTION

Nowadays, as the network bandwidth is rapidly increasing, a huge number of video streams are widely available through the Internet. The tremendous increase of the amount of multimedia data, however, bears the problems on the managing of archives, and the search and browsing of preferable video streams. Thus, there appears a strong need for efficiently indexing video data allowing for summary and search.

Recently, several researchers [2-4] have developed methods of summarizing the input video. Arthur Pope, et al. [2] proposed a scheme for summarizing video content using mosaics and moving object trajectories. Within each video clip, static scene content is summarized by a mosaic, and dynamic content, by segmenting and tracking moving objects. The method was designed to exploit the location and time information of aerial reconnaissance video that has some noteworthy characteristics for the retrieval and visualization. Peter J.Macer and Peter J.Thomas [3] presented another approach to the video summary. They have proposed a method in which a representative single frame per each shot is automatically selected from a given video sequence to form a storyboard. The storyboard is a representation used in the production of all types of film and television production, and consists of a series of still images each of which summarizes the scene and action in each shot. Shingo Uchihashi and Jonathan Foote [4] proposed a video summarizing scheme using shot importance. The importance measure of each shot was assumed to be larger if the shot is long, and smaller if the cluster weight is large.

Many researchers have also developed video search methods based on key frame hierarchy [1, 5], and matching and clustering of shots [6]. The approaches based on the matching with key frames [1, 5] construct an efficient key frame hierarchy, resulting in much less number of frame comparisons than that required when the serial search is applied to the whole set of key frames. For example, H. S. Chang, et al. [1] presented a set-theoretic key frame extraction method and its application to video search.

In this paper, we present a novel scheme allowing for both scalable hierarchical video summary and efficient retrieval by introducing the notion of fidelity. This scheme is an improved version of the tree-structured key frame hierarchy proposed in [1]. The tree-structured key frame hierarchy presented in [1] was constructed by the hierarchical application of combinatorial extraction of (sub)minimal key frames. It was demonstrated that the resulting tree-structured key frame hierarchy, based on the branch-and-bound scheme, greatly reduces the number of frame comparisons required for the...
retrieval. The improved tree-structured key frame hierarchy based on the notion of the fidelity in this paper further reduces
the number of frame comparisons for the retrieval and also allows for the scalable video summary at the same time. The
notion of fidelity in the tree-structured key frame hierarchy describes how well the key frames at one level are represented
by the parent key frame, relative to the other children of the parent. The functionality of the scalable video summary allows
for selecting an arbitrary number of key frames specified by a user that best represent the whole video. For example,
suppose that a user wants to see the 1 minute-summary of the 2-hour video. Then, the 1800 key frames need to be selected
from the key frame hierarchy that covers the 216,000 original frames.

The paper is organized as follows. Section 2 describes a tree-structured key frame hierarchy. Section 3 presents the use
of its hierarchy for scalable hierarchical video summary and search, and Section 4 shows the experimental results for video
summary and search. Finally, Section 5 concludes the paper.

2. TREE-STRUCTURED KEY FRAME HIERARCHY

In this section, we describe a new tree-structured key frame hierarchy. We first present the feature vector used. Then, we
briefly describe a key frame extraction method and its hierarchical application to construct a tree-structured key frame
hierarchy with fidelity value attached to each node [1]. Then, we present an improved key frame hierarchy with fidelity
value on each edge in the tree.

2.1. Feature Vector for a Frame

For the content-based retrieval and summary, the extraction of a feature vector from each frame in the input video is first
performed. There are variety of features such as color, texture and shape. In our current implementation, we use a color
correlogram that expresses how the spatial correlation of pairs of colors changes with distance in an image [7].

2.2. Key Frame Extraction

The use of a good key frame extraction method is also important for efficient video summary and search. Tonomura et al.
[8] used the first frame of each shot as a key frame. This system can also provide an alternate representation of a video
sequence that uses key frames that are evenly spaced, ignoring shot boundaries. Nagasaka et al. [9] also used the first frame
of each shot as the shot’s key frame. Ueda et al. [10] represent shots with two key frames, the first and last frames of each
shot. Ferman et al. [11] use clustering on the frames within each shot. The frame closest to the center of the largest cluster is
selected as the key frame for that shot. And Tamiguchi et al. [12] generate a composite image to represent shots with camera
used the shot motion indicator to extract key frames. Wolf first computed the optical flow for each frame, and then
computed a simple motion metric based on the optical flow. Also, he analyzed the metric as a function of time to select key
frames at the local minima of motion. H. S. Chang, et al. [1] presented a set-theoretic key frame extraction method to find a
compact set of key frames that can represent a video segment for a given degree of fidelity. In this paper, we use the
approach in [1] since its hierarchical application yields a key frame tree hierarchy containing the information on how well
the parent key frame represents the children.

2.3. Tree-Structured Key Frame Hierarchy with Fidelity in Each Node

By considering the whole set of key frames extracted from all shots, a key frame tree hierarchy is constructed by
clustering them in a bottom-up way. In [1], the key frame extraction problem is modeled as choosing a compact set of
samples (key frames) among many data points (frames in a video shot), while keeping the distortion less than a given
threshold, which is analogous to the vector quantization scheme. The combinatorial selection of a (sub)minimal set of key
frames under the given fidelity constraint yields (sub)optimal results in terms of rate-distortion (R-D) performance. By
using the combinatorial property, the extraction method [1] is hierarchically applied to higher levels, starting from the
frames in each shot, yielding a tree-structured key frame hierarchy. The key frame hierarchy is a multilevel abstract of a
video, in which each level represents the whole video content at different level of details.

Consider Fig. 1 that represents a key frame hierarchy where the fidelity value is attached to each node [1] (we will call
this fidelity as the node fidelity). Thus, the node A represents its three subtrees rooted at the nodes B, C, D, respectively
within an extent of the fidelity value $f_A$. This value is computed by an encoder, for example by computing dissimilarities between $A$ and all of its children, selecting the maximum, and then normalizing it after taking the reciprocal of the maximum. Thus, the fidelity value 1 means that the node $A$ perfectly represents all of its children.

![Fig. 1. An example of the key frame hierarchy proposed in [1].](image)

### 2.4. Improved Tree-Structured Key Frame Hierarchy with Fidelity on Each Edge

In this subsection, we propose an improved key frame hierarchy where the fidelity values are attached to each edge. Compared to the fidelity in each node, the fidelity on each edge not only increases the video search efficiency but also provides a scalable hierarchical video summary. The detailed description of its applications to search and summary will be presented in the next section.

Suppose now that we want to select two nodes that best represent the whole nodes. In other words, we need to split one edge in the original tree, resulting in two separate trees whose roots now represent their own subtree, respectively. Then, one of the possible ways of defining how well the two selected nodes represent all of the nodes is the minimum of the fidelity values corresponding to the two trees. After selecting the root $A$, we need to decide which node to select. One of the reasonable ways is to select one from the nodes $B$, $C$ and $D$ whose fidelity value is the minimum after splitting. Thus, if the fidelity value is defined in a node, a decoder needs to recompute the fidelity value after splitting. Since this is not efficient and further the decoder does not know the dissimilarity measure that the encoder used, there possibly occurs a problem.

Therefore, we propose to move the fidelity value from a node to an edge in the video hierarchy structure as shown in Fig. 2 (this fidelity will be called as the edge fidelity). In our current implementation, the fidelity value $e_S$ of the parent frame $p$ for one of its subtrees $S$, is computed as follows:

$$e_S = 1 - \max(d(p, s_i)), \quad \text{for } \forall s_i \in S,$$

where $d()$ denotes normalized distance from 0 to 1. For example, in Fig 2, the $e_B$ is computed as

$$e_B = 1 - \max(d(A, B), d(A, E), d(A, F), d(A, I)).$$

![Fig. 2. An example of the improved key frame hierarchy with fidelity on edge.](image)
3. APPLICATIONS TO SUMMARY AND SEARCH

In this section, we present two important applications of the improved tree structure with the fidelity attached to each edge, the scalable video summary and search. As described before, the fidelity value describes the degree of how well a given key frame represents its children and thus it provides useful information on the goodness of a key frame.

3.1. Scalable Hierarchical Video Summary

Suppose that we want to find the \( N \) numbers of key frames to best represent the whole video. One of the systematic way is to select the \( N \) key frames resulting in the maximum fidelity, which is illustrated below.

![Diagram of key frame hierarchy]

Fig. 3. An example of the key frame hierarchy.

The following notations will be used to denote the components in the key frame hierarchy.

<table>
<thead>
<tr>
<th>notation</th>
<th>Expression</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>whole tree</td>
<td></td>
</tr>
<tr>
<td>( T_\alpha )</td>
<td>subtree rooted at node ( \alpha )</td>
<td></td>
</tr>
<tr>
<td>( e_i \leq \alpha, \beta &gt; )</td>
<td>edge from node ( \alpha ) to node ( \beta )</td>
<td>Fidelity with which the node ( \alpha ) represents ( T_\beta )</td>
</tr>
<tr>
<td>( E_\alpha )</td>
<td>( E_\alpha = { e_i</td>
<td>e_i \leq \alpha, x &gt;, x \in T } ),</td>
</tr>
<tr>
<td>( f_\alpha )</td>
<td>( f_\alpha = \min_{e_i \in E_\alpha} e_i )</td>
<td>Fidelity with which the node ( \alpha ) represents ( T_\alpha )</td>
</tr>
<tr>
<td>( K )</td>
<td>selected set of key frames</td>
<td></td>
</tr>
<tr>
<td>( f_K )</td>
<td></td>
<td>Fidelity with which ( K ) represents ( T )</td>
</tr>
</tbody>
</table>

First, let us consider the case of \( N = 1 \). It is natural that \( \{ A \} \) should be \( K \). The fidelity \( f_K \) is calculated by

\[
f_K = f_A = \min(e_1, e_2, e_3).
\]  

(2)

Now, we are encountered with the case of \( N = 2 \). There are three possible choices for \( K \), which are listed in Table 2.
Table 2. Possible schemes for $N = 2$

<table>
<thead>
<tr>
<th>scheme</th>
<th>$K$</th>
<th>$f_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>${A, B}$</td>
<td>$\min(e_2, e_3, e_6, e_7, e_8)$.</td>
</tr>
<tr>
<td>(b)</td>
<td>${A, C}$</td>
<td>$\min(e_1, e_3, e_5, e_6)$.</td>
</tr>
<tr>
<td>(c)</td>
<td>${A, D}$</td>
<td>$\min(e_1, e_5, e_9, e_{11}, e_{12})$.</td>
</tr>
</tbody>
</table>

Among them, for example, consider the case of (c), as illustrated in Fig. 3. This choice decomposes the original tree in Fig. 3(a) into two subtrees in Fig. 3(b). Notice that the decomposition may make changes in the degrees and/or fidelity. (We define the degree of a node as the number of subtrees which it covers.) For example, in the original tree of Fig. 3(a), the degree of A is 3, while 2 in the decomposed tree of Fig. 3(b). The fidelity $f_K$ is calculated by

$$f_K = \min(f_A, f_B) = \min(\min(e_1, e_2), \min(e_{10}, e_{11}, e_{12})) = \min(e_1, e_2, e_{10}, e_{11}, e_{12}).$$

Now, our aim is to find the max-cut, which maximizes the minimum edge cost cutted by CL in the tree of Fig. 3(a). The max-cut finding algorithm is depicted in Fig. 4. In this way, we can systematically select the N key frames to best represent the whole video.

```
add root_node to K;
while ( |card(K)| < N ) {
    let $<\alpha, \beta>$ be a least cost edge such that $\alpha \in K$ and $\beta \in K$;
    add $\beta$ to K;
}
```

Fig. 4. The max-cut finding algorithm.

3.2. Video Search

For the efficient hierarchical search, it is desirable to use some guidance information. Suppose a key frame hierarchy with the edge fidelity is constructed from a video. If a user has a query image and wants to find all the relevant frames in a video sequence, then the depth-first-search with pruning at each node can carry out the desired functionality much faster than the serial search. The pruning at each node in the tree occurs whenever the key frame corresponding to the node is not similar to the query image and the fidelity value of the edge is high. Thus, we can achieve the fast access to the frames relevant to a query image in a video sequence or quick rejection for the video sequences whose contents are irrelevant to the query.

The video search problem based on key frames is to find all the relevant key frames whose metric distance from a given query image is less than $d_0$ given by a user. The use of fidelity values in a key frame hierarchy increases the search efficiency, which is illustrated with reference to Fig. 3(a) as follows: From the fidelity values of the edges connected to key frame A, we can compute the distance $d_i$ between A and its children by $d_i = 1 - e_i$, $(i = 1, 2, 3)$. For simplicity, assume $d_f < d_l < d_g$. In traversing the nodes in the tree-structured key frame hierarchy to find the relevant key frames, the pruning of a subtree rooted at B occurs when $d > d_f + d_0$ where $d$ denotes the distance (or dissimilarity) between key frame A and query image $I_Q$. In Table 3, the pruning conditions for two schemes are compared where we can see that the proposed notion of fidelity allows better search performance than the node fidelity [1].
Table 3. Comparison of the pruning conditions of two schemes.

<table>
<thead>
<tr>
<th>Search Schemes Condition</th>
<th>Edge Fidelity (Proposed)</th>
<th>Node Fidelity (Previous [1])</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d &lt; d_1 + d_0$</td>
<td>No pruning</td>
<td>No pruning</td>
</tr>
<tr>
<td>$d &gt; d_1 + d_0$ &amp; $d &lt; d_2 + d_0$</td>
<td>Pruning of the subtree rooted at B</td>
<td>No pruning</td>
</tr>
<tr>
<td>$d &gt; d_2 + d_0$ &amp; $d &lt; d_3 + d_0$</td>
<td>Pruning of the subtrees rooted at B and C</td>
<td>No pruning</td>
</tr>
<tr>
<td>$d &gt; d_3 + d_0$</td>
<td>Pruning all subtrees</td>
<td>Pruning all subtrees</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL RESULTS

We have implemented a prototype system for video summary and search as shown in Fig. 5. Our system is based on server-client architecture. For our experiments we used color correlogram as the feature vector and the key frame extraction method in [1], to construct a 5-level key frame hierarchy using bottom-up procedure. We tested our approach using two 10-minute test videos contributed to MPEG-7 and a 1-minute movie clip.

Fig. 5. Our prototype system for video summary and search.
4.1. Result for Scalable Hierarchical Video Summary

We have tested our video summary algorithm using the NHK documentary, MPEG-7 V10 whose length is about 10 minutes. Fig. 6 shows the result of scalable video summary. Although we have shown two summary results, the proposed scheme can provide a scalable summary using an arbitrary number of key frames depending upon the network bandwidth and user’s preference.

![9 frame summary](image1)

![18 frame summary](image2)

Fig. 6. Result of scalable video summary.

4.2. Result for Video Search

We measure the improved ratio of search speed as

$$\text{Improved ratio} = \frac{N_n - N_e}{N_n} \times 100\%,$$

where $N_n$ is the number of image comparisons when using the node fidelity and $N_e$ is the one when using the edge fidelity.

Table 4 shows the search result for the given set of query images to each video stream. The speed of the search using edge fidelity is about 11.6% better than that of the search using the node fidelity and about 33.3% better than that of the serial search.

<table>
<thead>
<tr>
<th>Video</th>
<th>Movie clip (MPEG-7 V18)</th>
<th>Sports (MPEG-7 V10)</th>
<th>Documentary (MPEG-7 V10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length(min:sec)</td>
<td>01:00</td>
<td>09:04</td>
<td>10:04</td>
</tr>
<tr>
<td># of frames</td>
<td>1453</td>
<td>18111</td>
<td>16321</td>
</tr>
<tr>
<td># of key frames (Serial Search)</td>
<td>236</td>
<td>1012</td>
<td>183</td>
</tr>
<tr>
<td>Avg # of comparisons (node fidelity)</td>
<td>184.2</td>
<td>670</td>
<td>146</td>
</tr>
<tr>
<td>Avg # of comparisons (edge fidelity)</td>
<td>174.8</td>
<td>532</td>
<td>133</td>
</tr>
</tbody>
</table>

Test video set: Movie clip(True lies), Sports(KBS Golf), Documentary(NHK Documentary)
Fig. 7 shows the performance, when all of the three videos are searched for. The performance of the edge fidelity is experimentally found out to be 12% better than that of the node fidelity. Fig. 8(b) shows a search result for the query image shown in Fig. 8(a).

Fig. 7. Search performance when searching for all of three videos (a) number of image comparisons in two schemes, (b) improved ratio of search speed of the edge fidelity over the node fidelity.

(a) Query image (Sports 3625th Fr.)

(b) Search result: Sports 3625th Fr.(0.0000), Sports 3155th Fr.(0.1034), Sports 1569th Fr.(0.1299), Sports 15405th Fr.(0.1960), Sports 14046th Fr.(0.2132). Each number in parenthesis indicates the distance between the query image and the retrieved image.

Fig. 8. Retrieval result for a given query image.

5. CONCLUSION

We have proposed a novel scheme allowing for both scalable hierarchical video summary and efficient retrieval by introducing the notion of fidelity. From experiments, we obtained the high performance scalable hierarchical summary, and also found out that the edge fidelity yields 12% better video search efficiency than the node fidelity, and 30% better than the serial search. In the future, we plan to investigate the performance of the bottom-up clustering used in our current implementation over the top-down clustering.
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