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Transformer, 
NIPS 2017

NIPS 2017

88974 citations as of 2023-09-17

Applications: NLP, vision, image, 

protein folding and others
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Model 
architecture
1. Positional encoding for order

2. Nonlinearities by FF

3. To enable parallelization during 
training of the decoder, mask the 
future in self-attn

4. Given a batch X of input vectors, 
compute XK, XQ and XV and then 
scaled dot-product (key-query-value) 
attn for all pairs.

5. Multi-head attn for diverse 
viewpoints

6. Residual connections for better 
training

7. Layer normalization for faster 
training

8. Quadratic complexity
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Key-Query-Value attention

• Input: 𝑥𝑥1… 𝑥𝑥𝑇𝑇 Output: 𝑧𝑧1… 𝑧𝑧𝑇𝑇
A token in a transformer model is a single unit of text, such as a word, subword, or punctuation mark. 
Here assume token ≈ word.

𝑋𝑋 =
𝑥𝑥1
…
𝑥𝑥𝑇𝑇

∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚

𝑋𝑋𝑊𝑊𝐾𝐾 = 𝐾𝐾∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑘𝑘 𝑊𝑊𝐾𝐾∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 Key matrix 
𝑋𝑋𝑊𝑊𝑄𝑄 = 𝑄𝑄∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑘𝑘 𝑊𝑊𝑄𝑄 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 Query matrix
𝑋𝑋𝑊𝑊𝑉𝑉 = 𝑉𝑉∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑣𝑣 𝑊𝑊𝑉𝑉 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑣𝑣 Value matrix
Key, query and value matrices ≈ projection matrices
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Single-head attention

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑄𝑄,𝐾𝐾,𝑉𝑉 = 𝑠𝑠𝐴𝐴𝑠𝑠𝐴𝐴𝑠𝑠𝑠𝑠𝑥𝑥 𝑄𝑄𝐾𝐾𝑇𝑇

𝑑𝑑𝑘𝑘
𝑉𝑉 (1)

𝑋𝑋𝑊𝑊𝐾𝐾 = 𝐾𝐾∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑘𝑘 𝑊𝑊𝐾𝐾∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 Key weight matrix 
𝑋𝑋𝑊𝑊𝑄𝑄 = 𝑄𝑄∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑘𝑘 𝑊𝑊𝑄𝑄 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 Query weight matrix
𝑋𝑋𝑊𝑊𝑉𝑉 = 𝑉𝑉∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑣𝑣 𝑊𝑊𝑉𝑉 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑣𝑣 Value weight matrix
Key, query and value matrices: linear projection matrices
Use dot-product attention. 

𝑋𝑋∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚→ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑣𝑣
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Single-head attention
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Multi-head attention

𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑀𝑀 𝑄𝑄,𝐾𝐾,𝑉𝑉 = 𝐶𝐶𝐴𝐴𝐴𝐴𝐶𝐶𝑠𝑠𝐴𝐴 ℎ𝐴𝐴𝑠𝑠𝑀𝑀1, … ,ℎ𝐴𝐴𝑠𝑠𝑀𝑀ℎ 𝑊𝑊𝑂𝑂

where    ℎ𝐴𝐴𝑠𝑠𝑀𝑀𝑖𝑖 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑋𝑋𝑊𝑊𝑖𝑖
𝑄𝑄 ,𝑋𝑋𝑊𝑊𝑖𝑖

𝐾𝐾 , 𝑋𝑋𝑊𝑊𝑖𝑖
𝑉𝑉)

Projections are parameter matrices:

𝑊𝑊𝑖𝑖
𝑄𝑄∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 𝑊𝑊𝑖𝑖

𝐾𝐾∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘 𝑊𝑊𝑖𝑖
𝑉𝑉∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑉𝑉 𝑊𝑊𝑂𝑂∈ 𝑅𝑅ℎ 𝑑𝑑_𝑣𝑣×𝑑𝑑𝑚𝑚

Assume ℎ = 8,𝑀𝑀𝑘𝑘 = 𝑀𝑀𝑣𝑣 =
𝑑𝑑𝑚𝑚
ℎ
= 64

𝑋𝑋∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚→𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑀𝑀 ∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚
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Multi-head attention

𝑊𝑊𝑄𝑄 𝑊𝑊1
𝑄𝑄
 𝑊𝑊ℎ

𝑄𝑄
 

=

…

𝑊𝑊𝑖𝑖
𝑄𝑄∈ 𝑅𝑅𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘

𝑊𝑊𝑄𝑄 ∈ 𝑅𝑅𝑑𝑑𝑚𝑚×ℎ𝑑𝑑𝑘𝑘
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Transformer

Attention visualizations:

It is in this spirit that a
majority of American
governments have passed
new laws since 2009
making the registration of
voting process more
difficult.
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Transformer: Encoder and decoder

𝑋𝑋∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚

𝑀𝑀∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚
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Transformer: Encoder and decoder

Encoder Decoder

𝑥𝑥1 𝑥𝑥𝑇𝑇
…

…
ℎ1 ℎ𝑇𝑇 𝑧𝑧1 𝑧𝑧2 𝑧𝑧3

…

<𝑆𝑆𝑆𝑆𝑆𝑆 > 𝑧𝑧1 𝑧𝑧2 𝑧𝑧3

Input: 𝑥𝑥1, … , 𝑥𝑥𝑇𝑇 Output: 𝑧𝑧1, … , 𝑧𝑧𝑇𝑇

Use ground truth labels (teacher forcing) with masked attention during training for parallelization.
Decoder operates autoregressively during inference.
Application: machine translation

𝑧𝑧𝑖𝑖

Linear

Softmax

Output probabilities
(Cross entropy during training)

𝑀𝑀𝐴𝐴𝑙𝑙𝐴𝐴𝐴𝐴

Sanghoon Sull Fall 2023

-----
50000 -

I A0
.r 0 . 9

one hot encoleFi11

radim()



Masked attention

Used to prevent the decoder
from seeing future input
tokens during training for
parallelization

Also, used during inference
to preserve the auto-
regressive property

Set to –infinity after the dot-
product and scaling prior to
softmax
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Cross attention 
in decoder

𝑀𝑀∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚 encoder vectors
𝑍𝑍∈ 𝑅𝑅𝑇𝑇×𝑑𝑑𝑚𝑚 decoder vectors

Similar to self-attention, 
1. dot-product,
2. Scale
3. (mask) 
4. Softmax
5. MatMul

H
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GPTs (Generative pre-trained 
transformer) from OpenAI
GPT-3 (GPT-2) based on transformer decoder 
only
(Google BERT: transformer encoder)

Recall:
Given data 𝑥𝑥 and class 𝐶𝐶,
generative model: 𝑝𝑝 𝑥𝑥 𝐶𝐶 likelihood
Discriminative model: 𝑝𝑝 𝐶𝐶 𝑥𝑥 posterior

The model was trained to predict the next token in
a sequence, given the previous tokens in the
sequence. This type of training is common for
language models, as it allows the model to learn
the relationships between words and phrases.
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Datasets used to train GPT-3.

GPT-3: 175 billion parameters
Training data of 570GB, roughly equivalent to 400 billion byte-pair-encoded tokens
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ChatGPT: Improved LLM 
by human feedback 
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How to improve pre-trained LLMs?

• Use human feedback to improve/fine-tune LLMs.

• Approach
• Define a reward model from human judgement
• Fine-tune an LLM using reinforcement learning (RL) enabled by 

reward learning

Sanghoon Sull Fall 2023
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Reinforcement learning (RL) (1/3)

• In RL, the output is an action or sequence of actions and
the only supervisory signal is an occasional scalar reward.
 The goal in selecting each action is to maximize the expected
sum of the future rewards.
We usually use a discount factor for delayed rewards so that we
don’t have to look too far into the future.

• RL is difficult:
 The rewards are typically delayed so its hard to know where we
went wrong (or right).
 A scalar reward does not supply much information.
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Reinforcement learning (RL) (2/3)

Generate an episode τ 𝐴𝐴 = 0,1, … ,𝑇𝑇 − 1
following policy 𝜋𝜋θ(𝑠𝑠𝑡𝑡|st):     𝑠𝑠0,𝑠𝑠0, 𝑟𝑟0 ⋅ 𝑠𝑠𝑇𝑇−1,𝑠𝑠𝑇𝑇−1, 𝑟𝑟𝑇𝑇−1

At each time 𝐴𝐴, the agent receives a state st and selects an action at from some set of
possible actions A according to its policy 𝜋𝜋, where 𝜋𝜋 is a mapping from states st to
actions 𝑠𝑠𝑡𝑡. In return, the agent receives the next state st+1 and receives a scalar reward 𝑟𝑟𝑡𝑡 .
The process continues until the agent reaches a terminal state after which the process
restarts. The goal of agent is to maximize the expected return from each state st:

Define the return 𝑅𝑅𝑡𝑡 = ∑𝑘𝑘=0𝑇𝑇−𝑡𝑡−1 γ𝑘𝑘𝑟𝑟𝑡𝑡+𝑘𝑘

Maximize 𝐸𝐸[𝑅𝑅𝑡𝑡] with respect to the policy parameters θ

By a long derivation, ∇𝜃𝜃𝑀𝑀𝐴𝐴𝑙𝑙𝜋𝜋θ(𝑠𝑠𝑡𝑡|st)(Rt − bt st )
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Policy optimization in RL (3/3)

REINFORCE

Slide from https://web.stanford.edu/class/cs234/slides/lecture7post.pdf

𝑅𝑅𝑡𝑡 ← 𝑄𝑄𝜋𝜋
𝑏𝑏 𝑠𝑠𝑡𝑡 ← 𝑉𝑉𝜋𝜋
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Autoregressive generative model for 
GPT (Generative pre-trained transformer)
• With a vocabulary Σ, a language model (LM) ρ defines a
probability distribution over a sequence of tokens via
• ρ 𝑥𝑥0 ⋅ 𝑥𝑥𝑛𝑛−1 = ∏0≤𝑘𝑘<𝑛𝑛 ρ(𝑥𝑥𝑘𝑘|𝑥𝑥0 ⋅ 𝑥𝑥𝑘𝑘−1) autoregressive

• Apply this model to a task with input space 𝑋𝑋 = Σ≤𝑚𝑚 , data
distribution 𝐷𝐷 over 𝑋𝑋 and output space 𝑌𝑌 = Σ𝑛𝑛. For example, 𝑥𝑥∈𝑋𝑋
could be an article of up to 1000 words and y ∈ 𝑌𝑌 could be a 100-
word summary. ρ defines probabilistic policy for this task via
ρ 𝑦𝑦 𝑥𝑥 = ρ(𝑥𝑥𝑥𝑥)

ρ 𝑥𝑥
: fixing the beginning of the sample to 𝑥𝑥 generating

subsequent tokens using ρ.
• Trained using cross-entropy loss between the predicted probability
distribution and the true probability distribution.
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Fine-Tuning Language Models from Human Preferences,
2019

• Explored the use of human preferences between pairs of trajectory segments,
showing that they can successfully train complex novel behaviors with about
an hour of human time in Deep Reinforcement Learning from Human
Preferences, NIPS 2017.

• Initialize a policy πθ = ρ (LM) and then fine-tune π to perform the task well
using RL. Defining the task by a reward function 𝑟𝑟:𝑋𝑋×𝑌𝑌→ ℝ, use RL to directly
optimize the expected reward:

𝔼𝔼π 𝑟𝑟 = 𝔼𝔼𝑥𝑥∼𝐷𝐷,𝑥𝑥 (.|𝑥𝑥)[𝑟𝑟 𝑥𝑥,𝑦𝑦 ]

• Want to perform tasks defined by human judgments, where we can only learn
about the reward by asking humans. To do this, we will first use human labels
to train a reward model, and then optimize that reward model.

Sanghoon Sull Fall 2023
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Fine-Tuning Language Models from Human Preferences

• Ask human labelers to pick the best response 𝑦𝑦𝑖𝑖 to a given input 𝑥𝑥.
Collect a dataset 𝑆𝑆 of 𝑥𝑥,𝑦𝑦0,𝑦𝑦1,𝑦𝑦2,𝑦𝑦3, 𝑏𝑏 tuples and fit a reward model
𝑟𝑟:𝑋𝑋×𝑌𝑌→ℝ using the loss

𝑀𝑀𝐴𝐴𝑠𝑠𝑠𝑠(𝑟𝑟) = −𝔼𝔼(𝑥𝑥, 𝑥𝑥𝑖𝑖 ,𝑏𝑏)∼𝑆𝑆[𝑀𝑀𝐴𝐴𝑙𝑙
𝑒𝑒𝑟𝑟 𝑥𝑥,𝑦𝑦𝑏𝑏

∑𝑖𝑖 𝑒𝑒
𝑟𝑟 𝑥𝑥,𝑦𝑦𝑖𝑖

]

• Since the reward model needs to understand language, initialize it as a
random linear function of the final embedding output of the language
model policy ρ.
• Now we fine-tune π to optimize the reward model 𝑟𝑟. To keep π from

moving too far from ρ , add a penalty with expectation 𝛽𝛽 𝐾𝐾𝐾𝐾(π|ρ).
Perform RL on the modified reward 𝑅𝑅 𝑥𝑥,𝑦𝑦 = 𝑟𝑟 𝑥𝑥,𝑦𝑦 − 𝛽𝛽 𝑀𝑀𝐴𝐴𝑙𝑙 π(𝑥𝑥|𝑥𝑥)

ρ(𝑥𝑥|𝑥𝑥).

𝐾𝐾𝐾𝐾 𝑝𝑝 𝑞𝑞 = 𝔼𝔼𝑥𝑥∼𝑝𝑝(𝑥𝑥)log
𝑝𝑝 𝑥𝑥
𝑞𝑞 𝑥𝑥 Sanghoon Sull Fall 2023

eUCIx , 2 ,7)) Wis, fri

becoder

!O



Fine-Tuning Language Models from Human Preferences

Overall training process

1. Gather samples 𝑥𝑥,𝑦𝑦0,𝑦𝑦1,𝑦𝑦2,𝑦𝑦3 via 𝑥𝑥 ∼ 𝐷𝐷, 𝑦𝑦𝑖𝑖 ∼ ρ ⋅ 𝑥𝑥 .
Ask humans to pick the best y𝑖𝑖 from each.

2. Initialize 𝑟𝑟 to ρ and randomly initialize the final linear layer of 𝑟𝑟.
Train 𝑟𝑟 on the human samples using 𝑀𝑀𝐴𝐴𝑠𝑠𝑠𝑠 𝑟𝑟 .

3. At each time step, train πθ via Proximal Policy Optimization (PPO, 2017)
with reward the 𝑅𝑅 𝑥𝑥,𝑦𝑦 on 𝑥𝑥 ∼ 𝐷𝐷 and 𝑦𝑦 ∼ πθ ⋅ 𝑥𝑥
by maximizing 𝔼𝔼𝑥𝑥∼𝐷𝐷,𝑥𝑥∼πθ𝑜𝑜𝑜𝑜𝑜𝑜(.|𝑥𝑥)

𝑅𝑅 𝑥𝑥,𝑦𝑦 with respect to the parameters θ.

Sanghoon Sull Fall 2023
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Proximal Policy Optimization (PPO, 2017)

• Updates the policy function in a way that increases the probability of
taking actions that lead to high rewards.

• Uses clipping to ensure that the policy function does not change too
much between updates. This helps to stabilize the training process and
prevent the policy from becoming too erratic.

• Stability and reliability of trust-region methods but are much simpler to
implement.

Sanghoon Sull Fall 2023
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Proximal Policy Optimization (PPO, 2017)

1. 𝑟𝑟𝑡𝑡 𝜃𝜃 =
πθ(𝑎𝑎𝑡𝑡|𝑠𝑠𝑡𝑡)
πθ𝑜𝑜𝑜𝑜𝑜𝑜

(𝑎𝑎𝑡𝑡|𝑠𝑠𝑡𝑡)

2. 𝐾𝐾𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝜃𝜃 = �𝔼𝔼𝑡𝑡[min(𝑟𝑟𝑡𝑡 𝜃𝜃 �̂�𝐴𝑡𝑡, 𝐶𝐶𝑀𝑀𝐴𝐴𝑝𝑝(𝑟𝑟𝑡𝑡 𝜃𝜃 , 1− ε, 1 + ε)�̂�𝐴𝑡𝑡]

3. Each iteration, each of N (parallel) actors collect fixed T timesteps of
data. Then, construct the surrogate loss on these NT timesteps of data,
and optimize it with minibatch SGD (or usually for better performance,
Adam [KB14]), for K epochs.
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Proximal Policy Optimization (PPO, 2017)
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Instruct GPT (~ChatGPT)

Training language models to follow instructions with human feedback,
NeurIPS 2022

Three steps of Instruct GPT (175B): SFT (Supervised fine-tuning), reward
modeling and policy optimization by PPO

Input to the 1st step = policy from a pre-trained LLM

Output from the 3rd step = Improved policy by SFT and PPO.

Fine-tuning updates all the parameters of the pre-trained model.
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SFT

13k training prompts 33k training prompts 31k training prompts

SFT
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Step 1: Supervised fine-tuning (SFT) of Instruct GPT

• Fine-tune GPT-3 on our labeler demonstrations using supervised
learning.

• Trained for 16 epochs, using a cosine learning rate decay, and residual
dropout of 0.2.

• Select final SFT model based on the RM score on the validation set.
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Step 2: Reward modeling (RM) of Instruct GPT

• Remove the final unembedding layer (linear head + softmax) for next
token prediction from the SFT and add a randomly initialized linear
head that outputs a scalar value reward. Only 6B RM used.

• The RM is trained on a dataset of comparisons between two model
outputs on the same input. They use a cross-entropy loss, with the
comparisons as labels—the difference in rewards represents the log
odds that one response will be preferred to the other by a human
labeler.
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Strep 2: Reward modeling (RM) of Instruct GPT

Given a prompt 𝑥𝑥, define the probability of preferring one response/completion
𝑦𝑦𝑤𝑤 over the other 𝑦𝑦𝑙𝑙 as,

𝑝𝑝 𝑦𝑦𝑤𝑤 > 𝑦𝑦𝑙𝑙 = exp(𝑟𝑟𝜃𝜃 𝑥𝑥𝑤𝑤 )
exp 𝑟𝑟𝜃𝜃 𝑥𝑥𝑤𝑤 +exp(𝑟𝑟𝜃𝜃 𝑥𝑥𝑜𝑜 )

= σ(𝑟𝑟𝜃𝜃 𝑦𝑦𝑤𝑤 - 𝑟𝑟𝜃𝜃 𝑦𝑦𝑙𝑙 ).

Use cross-entropy loss function:
L = −1× log𝑝𝑝 𝑦𝑦𝑤𝑤 > 𝑦𝑦𝑙𝑙 + 0× log𝑝𝑝 𝑦𝑦𝑙𝑙 > 𝑦𝑦𝑤𝑤 .

For 𝐾𝐾 responses to rank, the loss function for the reward model is:
loss θ = − 1

𝐾𝐾
2
𝔼𝔼(𝑥𝑥,𝑥𝑥𝑤𝑤,𝑥𝑥𝑜𝑜)∼𝐷𝐷[log(σ(𝑟𝑟𝜃𝜃 𝑥𝑥,𝑦𝑦𝑤𝑤 - 𝑟𝑟𝜃𝜃 𝑥𝑥, 𝑦𝑦𝑙𝑙 ))]

𝑟𝑟𝜃𝜃 𝑥𝑥,𝑦𝑦 is the scalar output of the reward model for prompt 𝑥𝑥 and completion 𝑦𝑦
with parameters θ, and D is the dataset of human comparisons.

Note: Since the reward uses the decoder, it is computed autoregressively.

Sanghoon Sull Fall 2023

1) 34
12 234&23 13 y

0x=-
Iteth

-



Step 3: RL of Instruct GPT

• Fine-tune the SFT model again on our environment using PPO. The
environment is a bandit environment which presents a random
customer prompt and expects a response to the prompt. Given the
prompt and response, it produces a reward determined by the reward
model and ends the episode.

• Add a per-token KL penalty from the SFT model at each token to
mitigate overoptimization of the reward model.

• The value function in the advantage estimator of PPO is initialized from
the RM.
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Step 3: RL of Instruct GPT

𝐴𝐴𝑏𝑏𝑜𝑜𝐴𝐴𝐶𝐶𝐴𝐴𝐴𝐴𝑜𝑜𝐴𝐴 ∅ = 𝔼𝔼(𝑥𝑥,𝑥𝑥)∼𝐷𝐷πφ
𝑅𝑅𝑅𝑅 𝑟𝑟𝜃𝜃 𝑥𝑥,𝑦𝑦 − β log

πφ
𝑅𝑅𝑅𝑅 𝑦𝑦 𝑥𝑥

πφ
𝑆𝑆𝑆𝑆𝑇𝑇 𝑦𝑦 𝑥𝑥 +

+ γ 𝔼𝔼𝑥𝑥∼𝐷𝐷𝑝𝑝𝑟𝑟𝑝𝑝𝑡𝑡𝑟𝑟𝑝𝑝𝑖𝑖𝑝𝑝log πφ
𝑅𝑅𝐶𝐶 𝑥𝑥 .

• Mixed the pretraining gradients into the PPO gradients, in order to fix
the performance regressions on public NLP datasets. Then, maximize
the above combined objective function in RL training.

• πφ
𝑅𝑅𝐶𝐶 computed by summing the log probability rollout is the learned RL

policy, πφ
𝑆𝑆𝑆𝑆𝑇𝑇 is the supervised trained model from Step 1, and 𝐷𝐷𝑝𝑝𝑟𝑟𝑒𝑒𝑡𝑡𝑟𝑟𝑎𝑎𝑖𝑖𝑛𝑛 is

the pretraining distribution.
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Current Popular LLMs

GPT-4 (OpenAI), BARD (Google AI), LLaMA (Meta AI) and others

Tasks: text generation, translation, question answering, summarization

Used in a wide range of fields, including education, customer service, 
creative writing, software development
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Open source LLMs

LLaMA, Alpaca, GPT4All, Vicuna, Flan-T5 and others
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Alpaca

https://crfm.stanford.edu/2
023/03/13/alpaca.html

Sanghoon Sull Fall 2023



Vicuna
https://lmsys.org/blog/20
23-03-30-vicuna/
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Summary

• Transformer: Efficiency at modeling long-range dependencies 
in text, scalable and relatively easy to implement and train.

• Improving LLM from human feedback: Use RL.

• Locally fine-tuned LLMs  

• Generative models for images
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